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INVERSE PROBLEM IN THE SURFACE EMG :
A FEASIBILITY STUDY

E. CHAUVET, O. FOKAPU, D. GAMET

Univ. de Compiègne, UMR CNRS 6600, 60203 COMPIEGNE  FRANCE

Abstract : The aim of this work is the development of a
localisation algorithm of the bioelectric sources using surface
electromyographic (SEMG). In this paper, a feasibility study
is presented : we simulate the resolution of the SEMG
inverse problem. First, we developed a program modelling
the SEMG signal of the biceps brachii. To resolve the inverse
problem, the localisation algorithm uses an estimation
procedure. We minimise the difference between calculated
potential and observed potential by successive iterations. The
procedure is applied successively to the defined zones of the
geometrical arm cross-section. The program locates
accurately an active motor unit  in a given zone, regardless of
time and distance.
Keywords : Localisation algorithm, Motor unit estimation,
Gradient method.

I. INTRODUCTION

In the case of neuromuscular diseases, the motor unit can
exhibit some notable modifications to its characteristics.
Until now these alterations are detected by more or less
invasive electromyographic (EMG) techniques, the motor
unit action potentials (MUAPs) being usually detected by
intramuscular EMG [1]. The surface electromyography,
which is a non-invasive technique, would appear to be
another method if information about the bioelectric
sources which have resulted in the SEMG can be obtained
(inverse problem resolution).
The powerful tools of modelling and numerical methods
for solving the EEG and ECG inverse problem [2] do not
seem to be used in SEMG inverse yet. The few works
which treat of source localisation in SEMG are often
based on experimental techniques combined with invasive
methods [3, 4]. The present study introduces a numerical
technique for solving the SEMG inverse problem. This
new approach is based on a modelling of the direct
problem, and on a resolution algorithm by iterative
method.

II. METHODS
A. SEMG signal modelling

1) Measurement configuration modelling. A
geometrical cross section of the arm containing the
studied muscle is modelised (figure 1). The multi-
electrode recording system is composed of 16 electrodes
regularly distributed on the upper arm half cross section
with an interelectrode distance of 11mm. This system
leads to a transversal recording system suitable for our
problematics.

2) SEMG signal simulation. The one second
simulated signals are sampled at 40 kHz. The
experimental assumptions suppose a weak isometric

contraction. The synthetic signals are based on the single
fibre action potential (SFAP) using a mathematical model
proposed by [5]. The analytical function of that single
fibre action potential is given by :
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The motor unit action potential is calculated by the
summation of the SFAPs of the fibres which constitute the
motor unit. In order to generate motor unit action potential
trains (MUAPTs), the firing rate is evaluated from the
MUAPs duration. The firing rate ranges from 7 to 33Hz.
The MUAPTs result from the convolution between the
Dirac comb and MUAPs. The EMG recorded on each
electrode is the summation of the MUAPTs.

B. Localisation of the most probable zone containing
emission points : inverse problem
Our methodology is a simple adaptation of methods
commonly used for solving bioelectrics inverse problem
[2].

1) Mathematic model describing electrical activity.
As the inverse parameters which we intend to estimate are
the electrode-source distances and the positions of the
sources within the arm cross section, we have chosen a
simple direct mathematical model as following :
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V(d,t) = amplitude function of MUAP, a(t) and k(t) =
middle parameters, d = euclidean distance between the
electrode position (xe,ye) and the active source (xs,ys) in
the recording system plane.
If we consider the potentials received by all electrodes at a
given time, and if we suppose a little variation of a and b
coefficients from an electrode to another, we obtain the
following system :
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In this equation system, there appears a redundancy of
information which is explored for the resolution.

N is the number of
the electrode of the
recording system.
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Figure 1 : Localisation of emission sources in a muscular cross section.
The multi-electrode recording system composed of 16 electrodes (ei,*) regularly distributed on the upper half of the arm cross section containing the

studied muscle is represented. The (• ) marks in zone 1, zone 2, zone 4 represent the average of the coordinates of the sources detected by the program
from MUAPs. In zone 3, one can observe a scattering of micro active regions which were detected on weakly superimposed SEMGs.

2) Gradient method.
Since there is not unique solution to a given system, we
look for a solution by using an optimisation method : The
gradient method. This method facilitates the minimisation
of a cost function :
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Yi, calculated = log(Vi, calculated), Yi, observed  = log(Vi,observed) , Vi,

calculated et Vi,observed   are the squares of the calculated and
observed amplitude on the ith electrode at the t instant.
The explicit expression is :
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The gradient method is based on the following iterative
principle : (u(k)))()1( Ckuku ∇−=+ ρ
Where u = (a,b,xs,ys) a vector, ∇ C = gradient, ρ = the step
and k = iteration number.
The values of a, b, xs and ys are obtained when the
minimum cost is reached.

3) Algorithm description. The algorithm based on
the method previously described computes the coordinates
of a source at a given time by minimising the difference
between calculated potential and observed potential. The
algorithm can be described by the four following steps :
Step 1 : Cross section zoning . The program determines
four detection zones as indicated in
figure 1. Therefore, the algorithm can locate one active
region at most per zone and per instant.
Step 2 : Initialisation of the iterative loop. The values of
ainit and binit are determined from the maximum amplitude

of potential for two given distances. In order to determine
xinit, and yinit, the initial position of the source, the program
seeks the electrode which gives the highest potential
magnitude.
Step 3 : Threshold value and stop criteria. Very low values
of the potential tend to make the algorithm diverge.
Therefore, the program determines a threshold under
which the localisation procedure is not started. Stop
criteria are defined zone per zone. The stop criterion is
reached when the difference between the calculated
amplitude and the observed amplitude is less than 10%.
Step 4 : Regionalization and display. The program runs
along the successive instants of the signal and the
localisation procedure starts only when all the previous
conditions are fulfilled. The results are displayed on the
screen and stored in a file.

III. RESULTS AND DISCUSSION

Some synthetic signals generated by our program are
shown in figure 1. Three groups of MUAPs (zone 1,
zone2, zone 4) and a SEMG (zone 3) are illustrated.
According to the nature of this study (feasibility of the
inverse problem in SEMG), the modelisation was made
with a few simplifying hypotheses in mind to facilitate the
implementation of the localisation algorithm. This
modelisation is nevertheless inspired by previous works
[6], and the shapes of the synthetic MUAPs are similar to
those encountered in the literature [7]. A model built with
more fundamental physiological parameters such as
conduction velocity, fibre diameter, and the anisotropy of
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the middle, will be needed for the next stages of this
research.
The signals, which we simulated, allowed us to have a
bank of signals available for testing the algorithm of the
inverse problem. The analytical function used to simulate
those signals does not intervene in the inverse problem
resolution.
The localisation algorithm was first tested on a simple
case, one active motor unit per zone. The result is shown
in figure 1 (zone 1, zone 2, zone 4). The average of the
coordinates of the sources detected by the program was
calculated. It was found that the resulting average point
was always near the centre of the motor unit. The second
group of tests was carried out on weakly superimposed
SEMGs : a set of micro active regions was detected
(figure 1 zone 3). These micro regions scattered on the
muscular zone are difficult to interpret by our present
algorithm.
In order to reconstruct the potential distribution within a
muscle, one would wish to invert one of the mathematical
formulation which makes it possible to approach a SEMG
signal. However, because of the ill-posed nature of the
problem, such an inversion is impossible without
introducing a lot of errors in the solution. Techniques of
optimisation, therefore, are used to minimize the effect of
the error and to reconstruct a solution that is
physiologically meaningful. The algorithm proposed in
this paper is based on this theory.

IV. CONCLUSION

For this feasibility study, the localisation algorithm
implemented was tested on MUAPs and SEMGs
generated by the simulation program. The localisation
program locates accurately a motor unit active in a given
zone, regardless of time and distance. This first approach
shows that a better localisation of the sources directly
from a SEMG requires a signal pre-processing : its
decomposition into its constituent action potential trains.
When several motor units are active, the present program
shows an evolution of the emission zones. An evolutive
topological image of active MUs is thus obtained. The
study of this image could make the observation of the
spatial organisation of MUs possible in cases of
neuromuscular diseases.

REFERENCES

[1] Sica,  R.E.P., Pereera, S., and Mangone, C.A.  "Loss
of motor units in Alzheimer’s disease".
Electroencephalography and clinical neurophysiology.,
1998; 38: 475-47.
[2] Johson, C. R..,  "Computational and Numerical
Methods for Bioelectric Field Problems". Critical
ReviewsTM  in Biomedical Engineering., 1997; 25: 1-81.
[3] Roeleveld, K., Stegeman, D.F., Vingerhoets, H.M.,
Van Oosterom, A.,  "The motor unit potential distribution
over the skin surface and its use in estimating the motor
unit location". Physiol. Scand., 1997; 161: 465-472.
[4] Roeleveld, K., Sandberg, A.,  Stalberg, E.,
Stegeman, D.F.,  "Motor unit size estimation of
enlarged motor units with surface electromyography".
Muscle and nerve, 1998; 21: 878-886.
[5] Piotrkiewcz, M., Miller-Larsson, A.,  "A method of
description of single muscle fibre action potential by an
anatycal function V(t,r)". Biological cybernetics, 1987;
56:237-245.
[6] Nandedkar, S., Sanders, D.B., Stalberg, E.,
"Simulation and analysis of elctromyographic
interference pattern in normal muscle. Part I : turns and
amplitude measurements". Muscle and Nerve, 1986; 9:
423-430.
[7] Stashuk, D.W.,  "Simulation of electromyogramphic
signal". J. Electromyography and Kinesiology, 1993; 3:
157-173.


	Main Menu
	-------------------------
	Welcome Letter
	Chairman Address
	Keynote Lecture
	Plenary Talks
	Mini Symposia
	Workshops
	Theme Index
	1.Cardiovascular Systems and Engineering 
	1.1.Cardiac Electrophysiology and Mechanics 
	1.1.1 Cardiac Cellular Electrophysiology
	1.1.2 Cardiac Electrophysiology 
	1.1.3 Electrical Interactions Between Purkinje and Ventricular Cells 
	1.1.4 Arrhythmogenesis and Spiral Waves 

	1.2. Cardiac and Vascular Biomechanics 
	1.2.1 Blood Flow and Material Interactions 
	1.2.2.Cardiac Mechanics 
	1.2.3 Vascular Flow 
	1.2.4 Cardiac Mechanics/Cardiovascular Systems 
	1.2.5 Hemodynamics and Vascular Mechanics 
	1.2.6 Hemodynamic Modeling and Measurement Techniques 
	1.2.7 Modeling of Cerebrovascular Dynamics 
	1.2.8 Cerebrovascular Dynamics 

	1.3 Cardiac Activation 
	1.3.1 Optical Potential Mapping in the Heart 
	1.3.2 Mapping and Arrhythmias  
	1.3.3 Propagation of Electrical Activity in Cardiac Tissue 
	1.3.4 Forward-Inverse Problems in ECG and MCG 
	1.3.5 Electrocardiology 
	1.3.6 Electrophysiology and Ablation 

	1.4 Pulmonary System Analysis and Critical Care Medicine 
	1.4.1 Cardiopulmonary Modeling 
	1.4.2 Pulmonary and Cardiovascular Clinical Systems 
	1.4.3 Mechanical Circulatory Support 
	1.4.4 Cardiopulmonary Bypass/Extracorporeal Circulation 

	1.5 Modeling and Control of Cardiovascular and Pulmonary Systems 
	1.5.1 Heart Rate Variability I: Modeling and Clinical Aspects 
	1.5.2 Heart Rate Variability II: Nonlinear processing 
	1.5.3 Neural Control of the Cardiovascular System II 
	1.5.4 Heart Rate Variability 
	1.5.5 Neural Control of the Cardiovascular System I 


	2. Neural Systems and Engineering 
	2.1 Neural Imaging and Sensing  
	2.1.1 Brain Imaging 
	2.1.2 EEG/MEG processing

	2.2 Neural Computation: Artificial and Biological 
	2.2.1 Neural Computational Modeling Closely Based on Anatomy and Physiology 
	2.2.2 Neural Computation 

	2.3 Neural Interfacing 
	2.3.1 Neural Recording 
	2.3.2 Cultured neurons: activity patterns, adhesion & survival 
	2.3.3 Neuro-technology 

	2.4 Neural Systems: Analysis and Control 
	2.4.1 Neural Mechanisms of Visual Selection 
	2.4.2 Models of Dynamic Neural Systems 
	2.4.3 Sensory Motor Mapping 
	2.4.4 Sensory Motor Control Systems 

	2.5 Neuro-electromagnetism 
	2.5.1 Magnetic Stimulation 
	2.5.2 Neural Signals Source Localization 

	2.6 Clinical Neural Engineering 
	2.6.1 Detection and mechanisms of epileptic activity 
	2.6.2 Diagnostic Tools 

	2.7 Neuro-electrophysiology 
	2.7.1 Neural Source Mapping 
	2.7.2 Neuro-Electrophysiology 
	2.7.3 Brain Mapping 


	3. Neuromuscular Systems and Rehabilitation Engineering 
	3.1 EMG 
	3.1.1 EMG modeling 
	3.1.2 Estimation of Muscle Fiber Conduction velocity 
	3.1.3 Clinical Applications of EMG 
	3.1.4 Analysis and Interpretation of EMG 

	3. 2 Posture and Gait 
	3.2.1 Posture and Gait

	3.3.Central Control of Movement 
	3.3.1 Central Control of movement 

	3.4 Peripheral Neuromuscular Mechanisms 
	3.4.1 Peripheral Neuromuscular Mechanisms II
	3.4.2 Peripheral Neuromuscular Mechanisms I 

	3.5 Functional Electrical Stimulation 
	3.5.1 Functional Electrical Stimulation 

	3.6 Assistive Devices, Implants, and Prosthetics 
	3.6.1 Assistive Devices, Implants and Prosthetics  

	3.7 Sensory Rehabilitation 
	3.7.1 Sensory Systems and Rehabilitation:Hearing & Speech 
	3.7.2 Sensory Systems and Rehabilitation  

	3.8 Orthopedic Biomechanics 
	3.8.1 Orthopedic Biomechanics 


	4. Biomedical Signal and System Analysis 
	4.1 Nonlinear Dynamical Analysis of Biosignals: Fractal and Chaos 
	4.1.1 Nonlinear Dynamical Analysis of Biosignals I 
	4.1.2 Nonlinear Dynamical Analysis of Biosignals II 

	4.2 Intelligent Analysis of Biosignals 
	4.2.1 Neural Networks and Adaptive Systems in Biosignal Analysis 
	4.2.2 Fuzzy and Knowledge-Based Systems in Biosignal Analysis 
	4.2.3 Intelligent Systems in Speech Analysis 
	4.2.4 Knowledge-Based and Neural Network Approaches to Biosignal Analysis 
	4.2.5 Neural Network Approaches to Biosignal Analysis 
	4.2.6 Hybrid Systems in Biosignal Analysis 
	4.2.7 Intelligent Systems in ECG Analysis 
	4.2.8 Intelligent Systems in EEG Analysis 

	4.3 Analysis of Nonstationary Biosignals 
	4.3.1 Analysis of Nonstationary Biosignals:EEG Applications II 
	4.3.2 Analysis of Nonstationary Biosignals:EEG Applications I
	4.3.3 Analysis of Nonstationary Biosignals:ECG-EMG Applications I 
	4.3.4 Analysis of Nonstationary Biosignals:Acoustics Applications I 
	4.3.5 Analysis of Nonstationary Biosignals:ECG-EMG Applications II 
	4.3.6 Analysis of Nonstationary Biosignals:Acoustics Applications II 

	4.4 Statistical Analysis of Biosignals 
	4.4.1 Statistical Parameter Estimation and Information Measures of Biosignals 
	4.4.2 Detection and Classification Algorithms of Biosignals I 
	4.4.3 Special Session: Component Analysis in Biosignals 
	4.4.4 Detection and Classification Algorithms of Biosignals II 

	4.5 Mathematical Modeling of Biosignals and Biosystems 
	4.5.1 Physiological Models 
	4.5.2 Evoked Potential Signal Analysis 
	4.5.3 Auditory System Modelling 
	4.5.4 Cardiovascular Signal Analysis 

	4.6 Other Methods for Biosignal Analysis 
	4.6.1 Other Methods for Biosignal Analysis 


	5. Medical and Cellular Imaging and Systems 
	5.1 Nuclear Medicine and Imaging 
	5.1.1 Image Reconstruction and Processing 
	5.1.2 Magnetic Resonance Imaging 
	5.1.3 Imaging Systems and Applications 

	5.2 Image Compression, Fusion, and Registration 
	5.2.1 Imaging Compression 
	5.2.2 Image Filtering and Enhancement 
	5.2.3 Imaging Registration 

	5.3 Image Guided Surgery 
	5.3.1 Image-Guided Surgery 

	5.4 Image Segmentation/Quantitative Analysis 
	5.4.1 Image Analysis and Processing I 
	5.4.2 Image Segmentation 
	5.4.3 Image Analysis and Processing II 

	5.5 Infrared Imaging 
	5.5.1 Clinical Applications of IR Imaging I 
	5.5.2 Clinical Applications of IR Imaging II 
	5.5.3 IR Imaging Techniques 


	6. Molecular, Cellular and Tissue Engineering 
	6.1 Molecular and Genomic Engineering 
	6.1.1 Genomic Engineering: 1 
	6.1.2 Genomic Engineering II 

	6.2 Cell Engineering and Mechanics 
	6.2.1 Cell Engineering

	6.3 Tissue Engineering 
	6.3.1 Tissue Engineering 

	6.4. Biomaterials 
	6.4.1 Biomaterials 


	7. Biomedical Sensors and Instrumentation 
	7.1 Biomedical Sensors 
	7.1.1 Optical Biomedical Sensors 
	7.1.2 Algorithms for Biomedical Sensors 
	7.1.3 Electro-physiological Sensors 
	7.1.4 General Biomedical Sensors 
	7.1.5 Advances in Biomedical Sensors 

	7.2 Biomedical Actuators 
	7.2.1 Biomedical Actuators 

	7.3 Biomedical Instrumentation 
	7.3.1 Biomedical Instrumentation 
	7.3.2 Non-Invasive Medical Instrumentation I 
	7.3.3 Non-Invasive Medical Instrumentation II 

	7.4 Data Acquisition and Measurement 
	7.4.1 Physiological Data Acquisition 
	7.4.2 Physiological Data Acquisition Using Imaging Technology 
	7.4.3 ECG & Cardiovascular Data Acquisition 
	7.4.4 Bioimpedance 

	7.5 Nano Technology 
	7.5.1 Nanotechnology 

	7.6 Robotics and Mechatronics 
	7.6.1 Robotics and Mechatronics 


	8. Biomedical Information Engineering 
	8.1 Telemedicine and Telehealth System 
	8.1.1 Telemedicine Systems and Telecardiology 
	8.1.2 Mobile Health Systems 
	8.1.3 Medical Data Compression and Authentication 
	8.1.4 Telehealth and Homecare 
	8.1.5 Telehealth and WAP-based Systems 
	8.1.6 Telemedicine and Telehealth 

	8.2 Information Systems 
	8.2.1 Information Systems I
	8.2.2 Information Systems II 

	8.3 Virtual and Augmented Reality 
	8.3.1 Virtual and Augmented Reality I 
	8.3.2 Virtual and Augmented Reality II 

	8.4 Knowledge Based Systems 
	8.4.1 Knowledge Based Systems I 
	8.4.2 Knowledge Based Systems II 


	9. Health Care Technology and Biomedical Education 
	9.1 Emerging Technologies for Health Care Delivery 
	9.1.1 Emerging Technologies for Health Care Delivery 

	9.2 Clinical Engineering 
	9.2.1 Technology in Clinical Engineering 

	9.3 Critical Care and Intelligent Monitoring Systems 
	9.3.1 Critical Care and Intelligent Monitoring Systems 

	9.4 Ethics, Standardization and Safety 
	9.4.1 Ethics, Standardization and Safety 

	9.5 Internet Learning and Distance Learning 
	9.5.1 Technology in Biomedical Engineering Education and Training 
	9.5.2 Computer Tools Developed by Integrating Research and Education 


	10. Symposia and Plenaries 
	10.1 Opening Ceremonies 
	10.1.1 Keynote Lecture 

	10.2 Plenary Lectures 
	10.2.1 Molecular Imaging with Optical, Magnetic Resonance, and 
	10.2.2 Microbioengineering: Microbe Capture and Detection 
	10.2.3 Advanced distributed learning, Broadband Internet, and Medical Education 
	10.2.4 Cardiac and Arterial Contribution to Blood Pressure 
	10.2.5 Hepatic Tissue Engineering 
	10.2.6 High Throughput Challenges in Molecular Cell Biology: The CELL MAP

	10.3 Minisymposia 
	10.3.1 Modeling as a Tool in Neuromuscular and Rehabilitation 
	10.3.2 Nanotechnology in Biomedicine 
	10.3.3 Functional Imaging 
	10.3.4 Neural Network Dynamics 
	10.3.5 Bioinformatics 
	10.3.6 Promises and Pitfalls of Biosignal Analysis: Seizure Prediction and Management 



	Author Index
	A
	B
	C
	D
	E
	F
	G
	H
	I
	J
	K
	L
	M
	N
	O
	Ö
	P
	Q
	R
	S
	T
	U
	Ü
	V
	W
	X
	Y
	Z

	Keyword Index
	-
	¦ 
	1
	2
	3
	4
	9
	A
	B
	C
	D
	E
	F
	G
	H
	I
	i
	J
	K
	L
	M
	N
	O
	P
	Q
	R
	S
	T
	U
	V
	W
	X
	Y
	Z

	Committees
	Sponsors
	CD-Rom Help
	-------------------------
	Return
	Previous Page
	Next Page
	Previous View
	Next View
	Print
	-------------------------
	Query
	Query Results
	-------------------------
	Exit CD-Rom


